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1 Introduction
Les IA génératives (IAG) fondées sur des grands modèles de langage (large language

models, LLM) se sont rapidement installées dans les pratiques d’étude et d’enseignement,
notamment via des assistants conversationnels. La littérature récente (2024–2025) documente
à la fois (i) des usages centrés sur l’aide à l’apprentissage, l’écriture et la production de
ressources et (ii) des risques liés à la fiabilité, à l’intégrité académique, à la protection des
données et à la dépendance cognitive.

2 Méthodologie de recherche (bornée à 2024–2025)
Cette revue synthétise des travaux publiés en 2024 et 2025, repérés sur des dépôts/archives

de recherche (principalement HAL et ACL Anthology, en complément d’arXiv). Les références
retenues couvrent des (a) revues/synthèses, (b) études empiriques sur les usages étudiants, et
(c) travaux méthodologiques sur la littératie à l’IAG. En complément, des documents institu-
tionnels français (cadres d’usage et rapports d’inspection) permettent de situer les enjeux de
gouvernance, de conformité et de déploiement (Ministère de l’Éducation nationale,
de l’Enseignement supérieur et de la Recherche 2025 ; Cornu et al. 2025 ; Pascal
et al. 2025).

3 Usages documentés des IAG en éducation
Des synthèses hors arXiv apportent des éclairages complémentaires, notamment sur l’école

(primaire/secondaire) et la formation des enseignants. Par exemple, une revue systéma-
tique (K–12) discute des opportunités (personnalisation, motivation, évaluation) et des défis
(risques éthiques, fiabilité, encadrement) (Khan et al. 2025). Une autre revue de littérature
en formation des enseignants souligne les questions d’appropriation, d’alignement avec les
objectifs pédagogiques et de gouvernance des usages (Marques 2024).
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3.1 Aide à l’apprentissage et au travail scolaire

Plusieurs études empiriques décrivent des usages d’assistance (explication, reformulation,
exemples, planification) et des variations selon l’âge, la discipline et les compétences nu-
mériques. Par exemple, une enquête auprès de 395 élèves/étudiants (France/Italie) met en
évidence un usage massif des LLM, mais aussi une évaluation critique parfois limitée (p. ex.
relecture et vérification insuffisantes chez les plus jeunes), ainsi que des écarts de genre pou-
vant annoncer une fracture de littératie IAG (Sublime et Renna 2024).

3.2 Perceptions, acceptabilité et cadrage pédagogique

Les perceptions des apprenants vis-à-vis des IAG, leur acceptabilité et leurs représenta-
tions éthiques influencent fortement les modalités d’intégration en classe. Une étude combi-
nant analyses qualitative et quantitative discute notamment les enjeux d’usage « contrôlé »
en contexte de classe et les défis d’adoption (formation, engagement enseignant, transfert
au-delà des disciplines techniques) (Altares-López et al. 2024).

3.3 Conception d’activités et soutien à l’enseignement (enseigne-
ment supérieur)

En contexte d’enseignement supérieur, des travaux sur HAL rapportent des retours d’ex-
périence et des recommandations pour « enseigner (avec) » l’IA, en soulignant la nécessité de
scénarios explicites (objectifs, consignes d’usage, exigences de traçabilité), ainsi que le besoin
d’accompagnement à l’esprit critique (Many 2024a ; Many 2024b).

3.4 Évaluation et intégrité académique

La littérature 2024–2025 insiste sur la tension entre l’IAG comme outil d’étayage et l’IAG
comme substitut au travail cognitif de l’apprenant. Des revues ciblées sur des domaines (p. ex.
programmation/informatique) documentent des bénéfices (feedback, gain de temps, aide au
débogage) mais aussi des effets indésirables (surconfiance, apprentissage superficiel, contour-
nement des consignes, triche) et appellent à des conceptions d’évaluation davantage centrées
sur le processus (justification, traces, oral, itérations) (Elnaffar et al. 2025 ; Bernstein
et al. 2025).

En parallèle, des travaux en sciences du langage informatique discutent les limites des
détecteurs de texte généré (faux positifs, généralisation, attaques), ce qui est particulièrement
critique en contexte éducatif où les erreurs d’attribution ont un coût humain et institutionnel
(Wu et al. 2025).

4 Limites et risques fréquemment discutés

4.1 Fiabilité, hallucinations et qualité épistémique

Les IAG peuvent produire des erreurs factuelles, des raisonnements fallacieux, ou des ré-
férences inventées, ce qui impose des pratiques systématiques de vérification et une formation
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à l’évaluation de sources. Cela motive notamment des propositions de cadres de « littératie
IAG » visant à articuler sélection d’outil, formulation de requêtes, et validation critique des
sorties (Zhang et Magerko 2025).

Enfin, l’évaluation des LLM « en tant qu’enseignants » fait l’objet de protocoles dédiés,
qui rappellent que la performance générale d’un modèle ne prédit pas nécessairement ses
compétences pédagogiques (questionnement, feedback adaptatif) (Shi et al. 2025).

4.2 Biais, équité et effets distributifs

Des travaux empiriques relèvent des disparités d’usage (p. ex. par genre ou niveau) et
soulignent le risque d’amplifier des inégalités (accès aux outils, qualité des prompts, capacité
à vérifier/éditer) (Sublime et Renna 2024).

4.3 Protection des données et conformité

La littérature insiste sur les risques liés à la saisie de données personnelles/sensibles dans
des services tiers et sur la nécessité de politiques institutionnelles, de chartes d’usage et
d’alternatives hébergées/maîtrisées quand cela est requis (Ministère de l’Éducation
nationale, de l’Enseignement supérieur et de la Recherche 2025 ; Cornu et
al. 2025).

4.4 Dépendance cognitive et « délégation » de l’effort

Plusieurs synthèses et revues de domaine mentionnent la sur-délégation de tâches (rédac-
tion, résolution de problèmes) comme un risque central, susceptible de réduire l’effort d’éla-
boration et de favoriser un apprentissage superficiel si l’activité n’est pas scénarisée (p. ex.
obligation d’argumenter, de comparer des solutions, d’expliquer ses choix) (Elnaffar et al.
2025 ; Bernstein et al. 2025).

5 Cadres d’analyse et leviers d’intégration

5.1 Former à la littératie IAG

Au-delà des auto-déclarations, des instruments de mesure apparaissent pour objectiver
des compétences (comprendre les limites, évaluer une sortie, collaborer étape par étape). Par
exemple, le test GLAT propose une mesure standardisée de littératie IAG et montre des liens
avec la performance sur des tâches soutenues par IAG (Jin et al. 2024).

5.2 Concevoir des tâches « résistantes » à la génération automatique

Les travaux convergent vers des principes de conception : (1) tâches contextualisées (don-
nées locales, expériences de terrain), (2) évaluation du raisonnement (brouillons, traces,
justification), (3) oraux et interactions, (4) rubriques explicites distinguant usage auto-
risé/interdit, (5) activités d’analyse critique d’une réponse d’IAG (détection d’erreurs, biais,
omissions).
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6 Conclusion
La littérature 2024–2025 issue de dépôts de recherche montre une adoption rapide des

IAG en soutien à l’étude, à l’écriture et à certaines formes de tutorat. Elle met toutefois
en évidence des risques robustes (fiabilité, biais, intégrité, inégalités, dépendance), suggérant
que la valeur éducative des IAG dépend moins de l’outil que des scénarios pédagogiques, de
l’évaluation et de la formation à la littératie IAG.
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